Normalized-lifetime thermal-lens method for the determination of luminescence quantum efficiency and thermo-optical coefficients: Application to Nd$^{3+}$-doped glasses
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We present a new method based on thermal lens (TL) technique to determine the fluorescence quantum efficiency, $\eta$, and thermo-optical coefficients of fluorescent materials. These parameters can be obtained from the linear dependence of the TL signal with the experimental lifetimes of a set of samples with different luminescent ion concentrations. The method was applied in Nd$^{3+}$-doped materials (Q-98 Phosphate, fluorozirconate, and fluorindate). The obtained values are in agreement with those determined by other approaches based on TL methods and the ratio between experimental and radiative lifetime values (Judd-Ofelt theory). The method hereafter presented is very simple and does not require comparison with a reference sample or the use of multiple excitation wavelengths. In addition, the nature of concentration quenching taking into account the achieved $\eta$ and $\tau$ values and respective energy transfer microparameters, is discussed.
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I. INTRODUCTION

Among the most important parameters that drive the performance of solid-state lasers are the thermal conductivity, $K$, the temperature coefficient of the optical path length, $ds/dT$, and the fluorescence quantum efficiency, $\eta$. The last is defined as the ratio of the number of radiative deexcitations to the total number of deexcitations of an energy state in a given system. The determination of the absolute value of $\eta$ in luminescent ion-doped solids has been shown to be a challenging task, particularly in solids. Several methods have been used to measure $\eta$, including pure optical measurements such as using integrating spheres, comparing the measured and radiative lifetime values of the investigated energy state and employing photothermal methods such as photoacoustic, photocalorimetry, photopyroelectric, and thermal lens (TL). Various methods provide good results but some of them require relatively complicated experimental setups, the need of absolute photodetector calibration, knowledge of absolute concentrations of impurity ions, and the availability of a suitable standard.

Another very important parameter is $ds/dT$, since it describes the thermally induced distortion of a laser beam during its passing through an absorbing medium. To obtain efficient solid-state lasers, the active medium, usually made of doped glasses or crystals, needs to have a high radiative emission rate and low thermal lens effect, which means that $ds/dT$ needs to be near zero.

In this paper, we present a new approach to determine $\eta$ and thermo-optical coefficients of fluorescent materials using the TL technique. This approach was originally proposed by Quimby and Yen in a photoacoustic experiment. However, in photoacoustics it is very difficult to compare data of different samples because the acoustic coupling between sample and sensor can vary. The new methodology presented in this paper requires only measurements of the photothermal signal and fluorescence lifetimes of a collection of samples with several ion concentrations in the same host matrix composition. We applied this method to Nd$^{3+}$ doped glasses and the obtained results compared very well with previous measurements, and the ratio of measured and radiative lifetimes (Judd-Ofelt). In addition, the fluorescence concentration quenching effect is discussed based on the achieved $\eta$ and $\tau$ values and respective energy transfer microparameters. For convenience the variables used in this work are listed in the appendix.

II. THEORETICAL BACKGROUND

A. Thermal lensing

The TL technique is based on the induced TL effect in a partially transparent medium when an excitation laser beam passes through the sample. The laser induced temperature profile $\Delta T(r,t)$ leads to an optical path profile, which is approximately equivalent to that of a lens. The propagation of a probe beam through this TL results in a variation of its on-axis intensity, $I_{TL}(t)$, which can be calculated with diffraction integral theory, and that was derived in Ref. 22 and adapted for solid samples in Ref. 23, as

$$I(t) = \left[ 1 - \frac{\theta}{2} \tan^{-1} \left( \frac{2mV}{(1 + 2m)^2 + V^2} \right) \right] \cdot I(0)$$

where
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\begin{equation}
m = \left( \frac{w_p}{w_{ex}} \right)^2, \quad V = \frac{Z_1}{Z_c} \quad \text{(when } Z_c \ll Z_2). \tag{2}
\end{equation}

Here, \( Z_c \) is the confocal distance of the probe beam, \( Z_1 \) is the distance between the probe beam waist and the sample, \( Z_c \) is the distance between the sample and the photodiode, \( w_p \) and \( w_{ex} \) are the probe and excitation radii at the sample, \( I_{TL}(t) \) is the temporal dependence of the laser beam at the detector, and \( I_{TL}(0) \) is the initial value of \( I_{TL}(t) \). The temporal evolution of the TL signal depends on the characteristic time, \( \tau_c \), which is related to the thermal diffusivity \( (D) \) by \( \tau_c = \frac{w_p^2}{4D}. \)

In the TL method, the fit of experimental data with Eq. (1) provides two quantitative parameters: \( D \) and \( \theta \). The parameter \( \theta \) is proportional to the probe beam phase shift induced by the thermal lens. In most cases it is convenient to normalize \( \theta \) by the absorbed pump power, \( P_{abs} \), which is given by

\begin{equation}
\Theta = -\frac{\theta}{P_{abs}} = \frac{1}{K\lambda_p} \frac{ds}{dT} \varphi, \tag{3}
\end{equation}

where \( \lambda_p \) is the probe beam wavelength, \( K = \rho c D \) is the thermal conductivity, \( \rho \) is the density, \( c \) is the specific heat, \( ds/dT \) is the temperature coefficient of the optical path length change at the probe beam wavelength, and \( \varphi \) is the fraction of absorbed energy converted into heat. In fluorescent materials, part of the absorbed excitation is converted into heat and the remaining energy is converted in fluorescence. Considering that \( h\nu_{ex} \) is the excitation photon energy and \( h\langle \nu_{em} \rangle \) is the average energy of the emitted photon, thus the fluorescence quantum efficiency, \( \eta \), can be obtained from \( \varphi \) through the following relation\(^{14-18}\)

\begin{equation}
\varphi = 1 - \frac{\langle \nu_{em} \rangle}{\nu_{ex}}. \tag{4}
\end{equation}

Regarding \( ds/dT \), for solid samples it is given by three contributions: \( dn/dT \), end-face curvature, and thermal stress. For the case of thin disk geometry, i.e., the sample thickness much smaller than diameter, the expression for \( ds/dT \) considering these three contributions is given by\(^{15,17,19}\)

\begin{equation}
\frac{ds}{dT} = \frac{dn}{dT} + \alpha (n_0 - 1) (1 + \nu) + \frac{n_0^3}{4} Y \alpha (q_1 + q_\perp), \tag{5}
\end{equation}

where \( \alpha \) is the linear thermal-expansion coefficient, \( n_0 \) is the refractive index, \( \nu \) is the Poisson ratio, \( Y \) is the Young modulus, \( q_1 \) and \( q_\perp \) are the stress-optical coefficients for the parallel and perpendicular orientation relative to excitation beam polarization (for crystals). The second term on the right-hand side of Eq. (5) represents the end-face curvature due to larger expansion of the hotter center compared to the edge of the sample. The fact that the cooler part of the sample prevents expansion of its hotter center generates thermal stress, given by the third term in Eq. (5). It should be noted that the quantity \( ds/dT \) is normalized by the sample length \( L \), so that calling \( S \) the sample optical path, \( ds/dT = L^{-1} ds/dT \). In the literature, \( ds/dT = dn/dT + (n_0 - 1) \alpha \) is usually found, which is valid for a uniformly distributed temperature rise. Therefore, the terms \( (1 + \nu) \) and the stress-optical coefficients, appear due to the lenslike shape of TL temperature profile.

**B. Normalized lifetime method for determination of \( \eta \) and \( ds/dT \)**

The methodology proposed in this work for determination of \( \eta \) and \( ds/dT \) is based on the relationship between \( \eta \) and the fluorescence lifetimes \( (\tau) \) of a collection of samples with different ion concentrations. This connection is given by \( \eta = \frac{A_{rad}}{W_T} = \frac{\tau}{\tau_{rad}} \), where \( A_{rad} = \tau_{rad} \) is the radiative emission rate and \( W_T = \tau^{-1} \) is the total decay rate, which includes all radiative and nonradiative processes. In practice, the fluorescence decay may be nonexponential so that an effective lifetime value, \( \tau_{eff} \), must be calculated from the fluorescence decay signal, \( I_F(t) \), by\(^{10}\)

\begin{equation}
\tau_{eff} = \frac{1}{I_F(0)} \int_0^{\infty} I_F(t) dt. \tag{6}
\end{equation}

Due to the concentration quenching effect, \( \eta(N) \) and \( \tau(N) \) depend strongly on ion concentration \( (N) \). Taking into account that \( \eta = \tau/\tau_{rad} \), we can write \( \eta(N) = \eta \Gamma(N) \), where \( \Gamma(N) = \tau/\tau_{rad} \) is the normalized lifetime parameter and \( \eta \) is the fluorescence quantum efficiency of one sample of the set of concentrations, whose lifetime is \( \tau_{2\text{h}} \). Therefore, a linear relationship between \( \Theta \) and \( \Gamma \) is obtained from Eqs. (3) and (4),

\begin{equation}
\Theta = C \left( 1 - \Gamma \eta \frac{\langle \nu_{em} \rangle}{\nu_{ex}} \right), \tag{7}
\end{equation}

where \( C = (\lambda_p K)^{-1} (ds/dT) \). Equation (7) indicates that both \( C \) and \( \eta \) can be obtained from the plot of \( \Theta(N) \) versus \( \Gamma(N) \), determined by TL and lifetime measurements, respectively. In addition, the fluorescence quantum efficiencies for all sets of concentrations is obtained from the relation \( \eta(N) = \eta \Gamma(N) \); and \( ds/dT \) is calculated from \( C \). It is important to point out that this method assumes that \( \tau_{rad} C, \) and \( \langle \nu_{em} \rangle \) are independent of ion concentration, which is a reasonable assumption for diluted rare earth doped glasses and crystals. Hereafter, this method will be called normalized lifetime (NL) method.

Nd\(^{3+}\)-doped materials are excellent systems to check the merit of this method, since their fluorescence mechanisms are extensively studied in many systems\(^{24} \) and normally they present only one important fluorescence channel \( \langle F_{3/2} \rightarrow F_{J} \rangle \) multiplets with \( J = 15/2, \ 13/2, \ 11/2, \) and \( 9/2 \). The average emission frequency can be estimated by \( \langle \nu_{em} \rangle = \Sigma_j \beta_j \langle \nu_{em} \rangle_j \), where the branching ratios, \( \beta_j \), are obtained from luminescence measurements.

**C. Fluorescence concentration quenching and energy transfer parameters**

The interaction between pairs of Nd\(^{3+}\) plays an important role in the quantum efficiency of \( F_{3/2} \) level. By increasing the Nd concentration, a decrease of the fluorescence lifetime is usually observed. This is the so-called fluorescence concentration quenching effect. This reduction is attributed to
cross relaxation (CR) processes, which are enhanced by energy migration (EM).\textsuperscript{10,24,25} The result is the conversion of part of the original excitation energy into heat, i.e., an increase of the thermal load. The fluorescence concentration quenching effect of Nd\textsuperscript{3+} doped materials has been described by the following expression of fluorescence time decay from the \( ^{4}F_{3/2} \) level:\textsuperscript{10}

\[
I_F(t) = I_F(0)\exp(-W_{\text{exp}}t - \gamma t),
\]

where \( I_F \) is the \( ^{4}F_{3/2} \) level fluorescence, which is composed by an exponential term (\( W_{\text{exp}} \)) and the classic Förster\textsuperscript{10,26,27} decay function [\( \exp(-\gamma t) \)], also known as static disordered decay. \( W_{\text{exp}} = W_{\text{rad}} + W_0 + W_{CDA} \), in which \( W_0 \) is the nonradiative relaxation rate due to multiphonon emission and \( W_{CDA} \) accounts for CR that is enhanced by EM. The Förster term describes CR without EM. \( W_{\text{rad}} \) and \( W_0 \) are independent of Nd\textsuperscript{3+} concentration, while both \( \gamma \) and \( W_{CDA} \) are concentration dependent. However, only \( \gamma \) leads to a deviation from the purely exponential behavior of the decay. This fact is in general attributed to different distances between donors and acceptors, leading to decay rates that differ for each donor-acceptor pair. The resulting overall decay is then nonexponential, with an initial faster decay due to sites with smaller separation between pairs.

Energy transfer between ions is generally described on the basis of dipole-dipole interaction.\textsuperscript{10,27} The transfer rate from a donor \( D \) to an acceptor \( A \) is governed by the so-called energy transfers microparameters \( C_{DA} \) and \( C_{DD} \). For Nd\textsuperscript{3+} ions the processes involved in the CRs are \( ^{4}F_{3/2} \rightleftharpoons ^{4}I_{15/2} \) and/or \( ^{4}F_{3/2} \rightleftharpoons ^{4}I_{15/2} \) for \( C_{DA} \), and in the EM is \( ^{4}F_{3/2} \rightleftharpoons ^{4}I_{15/2} \) for \( C_{DD} \). These parameters can be obtained from the Dexter model by means of the spectral overlap between the donor emission (\( \sigma_{D}^{em} \)) and the acceptor (\( \sigma_{A}^{abs} \)) absorption cross section given by\textsuperscript{10}

\[
C_{DX} = \frac{3c}{8\pi n_0^2} \int \sigma_{D}^{em}(\lambda)\sigma_{A}^{abs}(\lambda) d\lambda,
\]

where \( c \) is the velocity of light and \( n_0 \) is the refractive index of the medium.

According to the Förster model,\textsuperscript{26} \( \gamma \) can be determined by

\[
\gamma = \frac{4}{3} \pi \lambda^2 N_A \sqrt{C_{DA}}
\]

Burshtein\textsuperscript{28} introduced the hopping model to account for EM among donors with a rate given by

\[
W_{CDA} = \pi r^2 \left( \frac{2\pi}{3} \right)^{5/2} \sqrt{C_{DA}} N_0 \gamma = A_{rad} n^2.
\]

Equations (10) and (11) were purposely written for the specific case of singly doped materials, where donor (\( N_D \)) and acceptor (\( N_A \)) species are the same, i.e., \( N_D = N_A = N_c \), which in this work is the total Nd\textsuperscript{3+} concentration. In Eq. (11) we introduced two parameters, the normalized concentration \( n = N_i/N_c \) and the critical density \( N_c = [A_{rad} / 2(2\pi/3)^5 C_{DD} C_{DA}]^{1/4} \), where \( N_c \) is defined from Eq. (11) with the condition \( W_{CDA}(N_c) = A_{rad} \).

Since the decay kinematics described by Eq. (8) are nonexponential, in order to calculate the fluorescence quantum efficiency we used \( \eta = \tau_{eff}/\tau_{rad} \), with \( \tau_{eff} \) being defined by Eq. (6). This procedure results in

\[
\int_{0}^{\infty} I(t) dt = \frac{F(x)}{\eta_0^2 + n^2} \tag{12}
\]

in which

\[
F(x) = (1 - \sqrt{\pi x} \exp(x^2)[1 - \text{erf}(x)]), \tag{13a}
\]

\[
x^2 = \frac{\gamma^2}{4W_{\text{exp}}} \tag{13b}
\]

and \( \eta_0 = A_{rad}/(A_{rad} + W_0) \) is the fluorescence quantum efficiency for zero Nd concentration limit (absence of concentration quenching), erf(\( x \)) is the error function, and \( x \) is a quantity related to the ratio between the nonexponential and exponential decay terms in Eq. (8).

Both \( I_F(t) \) and \( \eta(n) \) critically depend on the parameters \( C_{DA} \) and \( C_{DD} \). In order to illustrate this behavior, Fig. 1 shows a plot of \( \eta \) versus \( n \) for several values of the ratio \( C_{DA}/C_{DD} \), for the case \( \eta_0 = 1 \) (\( W_0 = 0 \)). For \( C_{DA} \ll C_{DD} \), \( x \rightarrow 0 \) and \( F(x) \rightarrow 1 \), it should be noticed that

(i) \( \gamma^2 \ll W_{\text{exp}} \) so that \( I_F(t) \) should be nearly exponential with decay time \( \tau = W_{\text{exp}}^{-1} \) (the nonexponential behavior increases when \( x \) increases).

(ii) \( W_{\text{exp}} = (\eta_0^2 + n^2) W_{rad} \) increases quadratically with concentration and \( \eta(n) = (\eta_0^2 + n^2)^{-1} \).

(iii) \( \eta(n) \) has zero slope at \( n=0 \). It becomes negative when \( C_{DA} \) increases.

(iv) \( \eta(n) = \eta_0/2 \) for \( n=1 \) (\( N_i = N_c \)).

It is interesting to define the factor \( q \) by the condition \( \eta(q) = \eta_0/2 \). According to Fig. 1 \( q = 1 \) only when \( C_{DA} = 0 \) and \( q \) decreases as \( C_{DA}/C_{DD} \) increases. From the data presented...
in Fig. 1, \( q = 0.83, 0.73, 0.58, \) and 0.42 for \( C_{DA}/C_{DD} = 10^{-3}, 10^{-2}, 10^{-1}, \) and 1, respectively.

The spectroscopy properties of Nd\(^{3+}\) doped crystals and glasses have been extensively explored in the literature.\(^{19,24,27,29,30}\) It is important to remark that for glasses, the variations of local field from site-to-site causes an inhomogeneous broadening in the absorption and emission spectra. Consequently, the fluorescence decay can be nonexponential owing to the statistical distribution of \( A_{\text{rad}}.\) This behavior is expected even in the absence of interactions between ions (low concentration limit) although energy transfer can also contribute to the nonexponential decay character. In the great majority of works, the quantum efficiency of Nd\(^{3+}\) can also contribute to the nonexponential decay character. In some cases, the quantum efficiencies were fit by a linear function, \( \eta = \sqrt{\frac{N}{Q}} \), which gives a nonzero slope for \( \eta(N) \) at the origin.\(^{32}\) However, the experimental data is usually adjusted by the empirical expression:\(^{24,27,29,30}\)

\[
\tau_1^{-1} = \tau_0^{-1} \left[ 1 + \left( \frac{N}{Q} \right)^p \right],
\]

where \( \tau_0 \) is the \( e^{-1} \) decay time observed in very diluted samples, \( Q \) is the concentration where \( \tau(Q) = \tau_0 / 2, \) and \( p \) is an adjustable parameter. It is generally assumed that \( p = 2. \) Indeed, for pure exponential decay Eq. (11) predicts \( p = 2 \) since \( W_{CR} = N_c^2.\)\(^{27}\) A very good agreement with \( p = 2 \) behavior was observed in phosphates (LG-770, LHG-8), some ultraphosphates, and fluoride glasses.\(^{25,33,34}\) The \( Q \) parameter (in units of \( 10^{20} \text{ cm}^{-3} \)) varies between 5–10 for phosphates and ultraphosphates and 4–8 for fluorides.\(^{24,33}\) Based on data of a series of multicomponent metaphosphate glasses, Payne \etal\(^{35}\) observed that \( Q \) decreases linearly with the emission bandwidth.

**III. EXPERIMENT**

The glasses studied in this work were Phosphate (Q-98), Fluorozirconicate (ZBLAN), and fluoroindate (PGIZCa) doped with different Nd concentrations. The glass composition of ZBLAN and PGIZCa glasses were described previously\(^{16,17}\) and the phosphate glasses were manufactured by Kigre Inc.

Infrared fluorescence measurements were made to determine \( (\nu_{em}) \) using a diode laser operating at 808 nm as pumping source, and a Czerny-Turner monochromator coupled with an InGaAs detector to record the signal. The lifetimes of \( ^{3}F_{4/2} \) level were determined using a Ti:Sapphire laser at 808 nm modulated by a mechanical shutter. The transient signal was dispersed by the monochromator and recorded in a digital oscilloscope. The lifetime values were achieved using Eq. (6). We also determined the lifetime by a single exponential fit of the decay signal and the results showed a good agreement (±5%) with the effective values obtained through Eq. (6).
The dual beam mode mismatched TL experimental setup used here is also described in detail elsewhere.\textsuperscript{17,23} The measurements were performed using a Ti: Sapphire and He-Ne (632.8 nm) lasers as excitation and probe beams, respectively. The cw Ti: Sapphire laser was tuned about 800 nm, in resonance with the $^{7}F_{5/2} \rightarrow ^{4}I_{9/2}$ level of Nd$^{3+}$, whence non-radiative decays occur to the $^{4}F_{3/2}$ state. This is the most efficient way of populating the $^{4}F_{3/2}$ metastable state in diode pumped solid state lasers (DPSSL).

IV. RESULTS AND DISCUSSION

A. Fluorescence quantum efficiency and thermo-optical coefficient

Figure 2 shows a typical TL transient signal for the Q-98 sample doped with $1.1 \times 10^{20}$ Nd$^{3+}$/cm$^{3}$. The solid curve represents the fit curve obtained from Eq. (1), which provides the $\theta$ and $t_{c}$ values, where $m=10.54$ and $V=1.73$ were used as fit parameters. As an example, using the obtained $t_{c}$ value in the relation $t_{c}=\frac{w_{ex}}{4D_{e}}$, jointly with the $w_{ex}$ value used in the experiment, it is possible to determine $D$.

\[
C=(\lambda_{p}K)^{-1} \frac{ds/dT}{W^{-1}}
\]

<table>
<thead>
<tr>
<th>Sample</th>
<th>RS</th>
<th>MW</th>
<th>NL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q-98 (Kigre)</td>
<td>3.9±0.1</td>
<td>4.1±0.1</td>
<td>1.31±0.03</td>
</tr>
<tr>
<td>ZBLAN</td>
<td>-13.3±0.3</td>
<td>-13.7±0.9</td>
<td>-12.5±0.8</td>
</tr>
<tr>
<td>PGIZCa</td>
<td>-3.6±0.2</td>
<td>-3.6±0.1</td>
<td>-3.7±0.1</td>
</tr>
</tbody>
</table>

\[
\frac{ds/dT}{(10^{-6} \text{ K}^{-1})}
\]

\[
(2.2±0.1) \times 10^{-3} \text{ cm}^{2}/\text{s}
\]

In order to determine the $\eta$ values, $\Theta=-\theta/P_{abs}$ was obtained, for each sample, from the plot of $\theta$ versus $P$ (excitation power). Care was taken to work in the low excitation regime, in order to avoid nonlinear effects such as absorption saturation or Auger upconversion, owing to pairs interaction.\textsuperscript{18,36,37} Therefore, a linear dependence of $\theta$ versus $P$ was observed in all measurements and the slopes of these curves were used to obtain $\Theta$.

Although the choice of the reference sample (that one with lifetime $\tau$ and quantum efficiency $\eta^*$) is arbitrary, we choose the sample with lowest Nd concentration, for the three sets of glasses in this work. Consequently, the samples with $C=1$ have higher $\eta$ and lower $\Theta$. Figure 3 shows that $\Theta$ decreases linearly with $P$ as predicted by Eq. (7). This behavior validates the assumptions made in the method, $\tau_{rad}$ and $C$ are independent of the concentration and $N_{t}$.

The $\eta^*$ and $C$ parameters were determined from the linear fit of Fig. 3 data, jointly with the values of $\nu_{ex}$ and $\tau_{rad}$, $ds/dT$ and $N_{t}$ were achieved by means of $C=(\lambda_{p}K)^{-1} \frac{ds/dT}{W^{-1}}$. Table I presents the $\eta$ values for all concentrations. It is relevant to point out that identical values of $\eta(N_{t})$ and $C$ are obtained if any sample of the set of concentrations is used as reference. To better evaluate the NL method, other experiments have been carried out to compare the results obtained by this method with other approaches also based on TL technique: the multiwavelength (MW)\textsuperscript{15,16} and the reference sample (RS)\textsuperscript{14,17} methods. The MW method explores the linear dependence of $\Theta$ with the excitation wavelength, $\Theta=C(1-\eta N_{t})$, obtained from Eqs. (3) and (4). This idea of using the linear dependence of the photothermal signal with $\lambda_{ex}$ has already been explored in other photothermal tech-

<table>
<thead>
<tr>
<th>Sample</th>
<th>$N_{t}$</th>
<th>$\alpha L^{2}$</th>
<th>$\tau$</th>
<th>JO</th>
<th>RS $\pm15%$</th>
<th>MW</th>
<th>NL $\pm10%$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q-98 (Kigre)</td>
<td>1.1</td>
<td>0.66</td>
<td>346</td>
<td>0.88</td>
<td>0.91±0.05</td>
<td>0.90</td>
<td></td>
</tr>
<tr>
<td>3.3</td>
<td>1.48</td>
<td>300</td>
<td>0.77</td>
<td>0.78</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6.7</td>
<td>2.62</td>
<td>202</td>
<td>0.52</td>
<td>0.53</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10.3</td>
<td>4.70</td>
<td>186</td>
<td>0.47</td>
<td>0.48</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ZBLAN</td>
<td>0.9</td>
<td>0.41</td>
<td>515</td>
<td>1.03</td>
<td>0.99±0.03</td>
<td>0.99</td>
<td></td>
</tr>
<tr>
<td>1.9</td>
<td>0.64</td>
<td>460</td>
<td>0.92</td>
<td>0.80</td>
<td>0.88</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3.5</td>
<td>1.26</td>
<td>380</td>
<td>0.76</td>
<td>0.65</td>
<td>0.73</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5.2</td>
<td>1.74</td>
<td>260</td>
<td>0.52</td>
<td>0.49</td>
<td>0.50</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PGIZCa</td>
<td>1.2</td>
<td>0.58</td>
<td>421</td>
<td>0.94</td>
<td>0.94</td>
<td>0.89</td>
<td></td>
</tr>
<tr>
<td>2.3</td>
<td>0.98</td>
<td>367</td>
<td>0.82</td>
<td>0.80</td>
<td>0.76±0.03</td>
<td>0.78</td>
<td></td>
</tr>
<tr>
<td>4.2</td>
<td>1.85</td>
<td>248</td>
<td>0.55</td>
<td>0.67</td>
<td>0.52</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6.5</td>
<td>3.02</td>
<td>164</td>
<td>0.37</td>
<td>0.48</td>
<td>0.48</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

$^a\alpha$ is the optical absorption coefficient at $\lambda_{ex}$ used in the TL experiment, and $L \sim 0.2$ cm is the sample thickness.
techniques such as photoacoustic and photocolorimetry. Figure 4 shows the dependence of $\eta$ versus $\lambda_{ex}$ for the Q-98 glass doped with $1.1 \times 10^{20}$ Nd$^{3+}$/cm$^3$. These measurements were performed using a Ti:Sapphire laser tuned to the main Nd$^{3+}$ near-infrared absorption lines ($\lambda_{ex}$=745, 801.5, and 872 nm) and $\lambda_{em}$=514 nm from an Ar$^+$ laser. Since the parameters $\eta$ and $C$ are obtained from the linear fit of Fig. 4 data, the MW method does not require comparison with a reference sample. Good accuracy is obtained using this approach if $\lambda_{ex}$ is varied in a wide range. Therefore this method suits very well to Nd$^{3+}$-doped solids because all energy levels excited above the $^4F_{3/2}$ decay nonradiatively in cascade to this one. Consequently, $\lambda_{ex}$ can be varied in a wide range without a significant change in the emission spectrum, so $\langle \lambda_{em}^{-1} \rangle$ is nearly constant (independent of $\lambda_{ex}$).

In the RS method it is assumed that $C$ is the same for doped and undoped samples. Usually, a sample with negligible luminescence is used as reference so that $\eta_{ref}=0$ and $\varphi_{ref}=1$. Therefore, by measuring the TL signals of the doped ($\Theta_d$) and undoped ($\Theta_{ref}$) samples, $\varphi_d$ is achieved through the relation $\Theta_d/\Theta_{ref}=\varphi_d=(1-\eta(\lambda_{em})/\lambda_{ex})$, from which $\eta$ can be obtained. We applied the RS method in the ZBLAN and PG1ZCa glasses. In this case, the reference samples (without Nd$^{3+}$) were doped with small amounts of CoF$_2$ ($\sim$0.1 mol %) to increase their optical absorption coefficients without presenting luminescence ($\eta_{ref}=0$). The TL measurements were performed at 514 nm in resonance with the Co absorption band. In Tables I and II it can be seen that the $\eta$ and $C$ values obtained from the three methods (NL, MW, and RS) are in fairly good agreement.

In principle, if the $K^{-1}ds/dT$ factor is known, $\eta$ can be determined from $\Theta$ without the need of a reference sample. However, generally the $K^{-1}ds/dT$ value is not available and it is difficult to have a suitable reference sample. In this perspective, the NL and MW methods are attractive because they enable the determination of $\eta$ and $C$ (and thus $ds/dT$) from linear fit of experimental data as in Figs. 3 and 4. In both approaches, the accuracy is improved by increasing the number of experimental data points in the line. In the MW method, this can be achieved by covering a wide interval of excitation wavelengths. However, the use of several lasers requires new alignments of the experiment, determination of $m$ and $V$ parameters for each wavelength, etc. This makes the method very laborious and enhances the experimental uncertainties. Besides, the MW method fits particularly well to Nd$^{3+}$ because this ion usually presents only one important fluorescence channel ($^4F_{3/2}$ level). It may be unsuitable for many systems, for instance, when $\langle \lambda_{em}^{-1} \rangle$ varies much with $\lambda_{exc}$.

The main advantage of the NL method compared to the MW is its simplicity, since it requires only one $\lambda_{exc}$. So, it can be applied to several ions such as Yb, Cr, Ti, and others that must present only one emitting state and a good variation in the lifetime with concentration. In addition, it must be noted that the $\eta$ value is obtained not for one concentration only, but for a set of different concentrations, i.e., $\eta$ as a function of $N_i$. It should be emphasized that in this approach no assumption needs to be made about the nature of the ion-ion interaction, because this information is already contained in the measured lifetime data. Also, knowledge of absolute ion concentrations is not necessary, but only of the variation of lifetime with it. Lifetimes in the order of milli or microseconds are easily measured with good accuracy, and these measurements can be performed in the same experimental setup of the TL experiment. Therefore, the NL approach does not require any kind of calibration.

The main advantage of these methods using the TL technique compared with pure optical techniques, for instance, is the ability to measure the absolute nonradiative quantum efficiency without recourse of complicated and often inaccurate absolute detector calibration procedures. Several papers have used the photoacoustic method for solids with variable degree of success. As mentioned in the introduction, Quimby and Yen first proposed the idea of comparing the photoacoustic signal with lifetime measurements. They studied Nd doped silicate glasses (ED2) obtaining, for low doping, $\eta$=0.65±0.05 at $\lambda_{exc}$=515 nm and $\eta$=0.75±0.05 at $\lambda_{exc}$=531 nm. These results are much lower than the value of 0.9 measured by integrating sphere and theoretically predicted. This discrepancy was attributed to excitation of different sites by the different wavelengths. However, in our view, the effect of site selection should be negligible at room temperature. Also, by using photoacoustics, Powell et al. obtained $\eta$=0.60 for the Nd:YAG crystal, much lower than the expected value of 0.91. The problem with photoacoustic measurement for solid is the difficulty in comparing experimental data of different samples because the acoustic coupling between the sample and the sensor can vary when different samples are measured. In addition, effects of surface absorption may induce anomalous results in gas-microphone photoacoustic systems, particularly for lightly doped samples. The multiwavelength method was introduced to photoacoustic to circumvent these difficulties. With regards to calorimetric methods, their sensitivity is limited by the temperature sensors. Therefore, photothermal methods also have some drawbacks and calibration problems.

The TL technique has high sensitivity, it is accurate and simple (both theoretical and experimentally). It is also a fast
response method owing to the relatively small diameter of the excitation laser. The TL response time is typically in the millisecond range (see Fig. 2), which is much faster than that with usual calorimetry (∼ minutes). This allows the averaging of many measurements for each data point, improving the signal-to-noise ratio. Besides, the TL signal is usually not affected by surface effects. In addition, other information such as thermal diffusivity (D), the temperature coefficient of the optical path length change (ds/dT), and the TL focal distance can be determined in the same experiment. The main disadvantage of the NL method is the need of a set of concentrations, with significant variation of lifetimes, so that the range of the concentrations might be comparable to (Eq. (14)). However, in our view, the three variations of the TL discussed in this work (NL, MW, and RS) complement each other, making TL a versatile and powerful tool for characterization of optical materials.

For laser applications, TL is an attractive technique since it also provides the thermal load parameter φ (which is related to η) and ds/dT. The TL focusing power can also be evaluated by . According to Eq. (5), ds/dT includes the contribution of dn/dT, thermal expansion and stress. For most oxides glasses and crystals, depending on the composition/structure, the three terms in Eq. (5) are positive. On the other hand, materials with negative dn/dT, such as fluorides, are interesting to minimize ds/dT. For instance, for Q-98 , so |ds/dT| is smaller than |dn/dT| due to the opposite sign of dn/dT and the other contributions to ds/dT. Similarly, fluoride glasses present negative ds/dT and also |ds/dT| < |dn/dT| (for ZBLAN ). Using Q-98 data in Eq. (5) [ |dn/dT|=−4.5×10−6 K−1 so |ds/dT| is smaller than |dn/dT| due to the opposite sign of dn/dT and the other contributions to ds/dT], we calculated . These results are in good agreement if we suppose an uncertainty of ∼10% in each term of Eq. (5). For laser materials it is usually desirable to have very low ds/dT. The value obtained for Q-98 is one order of magnitude lower than that of Nd:YAG ( =13.7 ×10−6 K−1). The main difference is that in YAG ds/dT is positive, with a magnitude about half of ds/dT.

B. Fluorescence concentration quenching effect

In Nd-doped solids, the nonradiative decay from the level is normally attributed to the multiphonon decay, energy transfer to hydroxyl groups (Nd−OH−) and concentration quenching (energy transfer among Nd ions), as discussed above. Although phosphate glasses have high phonon energy (∼1200 cm−1), the multiphonon relaxation rate (∼250 s−1) is small compared to the radiative rate (∼3000 s−1). Despite the fact that these glasses are especially susceptible to contamination by water during manufacture, the η values obtained for Q-98 glasses are relatively high, in agreement

![FIG. 5. Fluorescence quantum efficiency (η) obtained from the NL method, as a function of Nd concentration for Q-98, ZBLAN, and PGIZCa glasses. Solid lines are fits using Eq. (12), where the only adjustable parameters were W0 and CDA.](http://example.com/image.png)
with previous results obtained for other phosphate glasses by photocalorimetric\textsuperscript{11} and integrating-sphere\textsuperscript{10} measurements. The results achieved by TL are also in good agreement with that provided by comparison of experimental and radiative lifetimes obtained by the Judd-Ofelt analysis. The fluoride glasses (ZBLAN and PGIZCa) were prepared in dry atmosphere and no evidence of the presence of OH\textsuperscript{−} in the samples was detected in their infrared spectra. In addition, they present low phonon frequencies (∼500 cm\textsuperscript{-1}) so η∼1 is expected in the low concentration regime.

Figure 5 exhibits the Nd concentration dependence of η values obtained from the NL method. The theoretical curves (solid curves) were performed using Eq. (12) with $C_D\text{A}$ and $W_0$ as adjustable parameters. For Q-98 glass, the $C_{D\text{D}}=4.6 \times 10^{-39}$ cm\textsuperscript{6}/s value obtained for LG-750 phosphate glass,\textsuperscript{10} which is similar to $C_{D\text{D}}=4.7 \times 10^{-39}$ cm\textsuperscript{6}/s for the LHG-8.\textsuperscript{37} For ZBLAN and PGIZCa glasses, the $C_{D\text{D}}$ values were achieved from the emission and absorption spectra through the Eq. (9). The lifetime data was fitted with the empirical expression given by Eq. (14) to obtain the phenomenological parameters $Q$ and $\rho$. All glasses presented $p \sim 2$ as observed in previous works in phosphates and fluorides.\textsuperscript{24,25,33} All results are shown in Table III. As expected, the behavior of both fluoride glasses (ZBLAN and PGIZCa) is similar to each other, but very different from the phosphate (Q-98). The concentration quenching found in Q-98 is much weaker than in the fluorides. Although $C_{D\text{D}}$ is ∼60\% higher in Q-98 compared with the fluorides, the ratio $C_{D\text{A}}/C_{D\text{D}}$ is ∼8 times smaller. Therefore, it seems like the main difference between these two different glass families is determined by $C_{D\text{A}}$ rather than $C_{D\text{D}}$. Indeed, through the theoretical analyses we noted that the quenching effect is really governed mainly by $C_{D\text{A}}$. In the theoretical analysis of quenching mechanisms (Sec. II C) we commented that the quantum efficient should decrease to half of its zero concentration value ($\eta_0$) for a concentration lower than $N_c$ defined by Eq. (11). Figure 1 shows that this concentration decreases as the ratio $C_{D\text{A}}/C_{D\text{D}}$ increases. The $Q$ values, obtained from the fit of fluorescence decay data by the empirical Eq. (14), are lower than the $N_c$ calculated from $C_{D\text{A}}$ and $C_{D\text{D}}$, as shown in Table III. Furthermore, a lower $Q/N_c$ ratio is observed in fluorides compared to Q-98 due to the higher $C_{D\text{A}}/C_{D\text{D}}$ values of the fluorides. Therefore, the experimental data corroborate the main features described in the theoretical analysis.

V. CONCLUSIONS

In conclusion, a new method for determination of η and thermo-optical coefficients of ions in solids using TL technique has been presented. A linear decrease of the normalized TL signal ($\Theta$) with the fluorescence lifetime was observed for the three sets of samples studied (Nd-doped phosphate, fluorozirconate, and fluoroindate glasses). A very good agreement between the η and $ds/dT$ values was obtained from the NL, MW, and RS methods. The NL methodology was not successfully implemented in photoacoustics,\textsuperscript{8} probably due to the difficulty of comparing data of different samples. However, this work demonstrated that NL is a simple, sensitive, and reliable method using the TL technique. The achieved results point out the TL technique as a powerful tool that can be applied for characterization of a wide class of optical materials.

The Q-98 phosphate glass has advantages over fluoride glass compositions when high Nd\textsuperscript{3+} concentrations are requested due to its higher $Q(N_c)$ value, which is attributed to the smaller $C_{D\text{A}}$ and $C_{D\text{A}}/C_{D\text{D}}$ values.
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APPENDIX

List of variables (variable that appear only once or twice in text are not featured in this table).

\begin{itemize}
  \item $D$ and $K$ \quad \text{thermal diffusivity and conductivity}
  \item $t_c$ \quad \text{TL characteristic response time}
  \item $ds/dT$ \quad \text{temperature coefficient of the optical path length}
  \item $I_{TL}(t)$ \quad \text{TL signal intensity as a function of the time}
  \item $\theta$ \quad \text{probe beam phase shift induced by the thermal lens}
  \item $\Theta$ \quad \text{θ normalized by the absorbed excitation power}
  \item $\lambda_p$ \quad \text{probe beam wavelength}
  \item $\varphi$ \quad \text{fraction of absorbed energy converted into heat}
  \item $\langle \nu_{em} \rangle$ \quad \text{average frequency of the emitted photon}
  \item $\nu_{ex}$ \quad \text{frequency of the excitation photon}
  \item $N_c=[A_{rad}^2/(\pi^2(2\pi/3)^7C_{DD}C_{DA})]^{1/4}$ \quad \text{critical neodymium ion density}
  \item $Q$ \quad \text{concentration quenching factor}
  \item $\tau$ and $\tau_{rad}$ \quad \text{fluorescence and radiative lifetimes}
  \item $\eta(N)=\pi(N)/\tau_{rad}$ \quad \text{fluorescence quantum efficiency as a function of the ion concentration}
\end{itemize}
\[ \tau^* \text{ and } \eta^* \]
\[ \Gamma = \tau/\tau^* \]
\[ I_p(t) \]
\[ W_0 \]
\[ \gamma_0 = A_{\text{rad}}/(A_{\text{rad}} + W_0) \]
\[ dn/dT \]
\[ C = (\lambda_p K)^{-1} \rho \ln \frac{\sigma_0}{\sigma} \]
\[ N_t \]
\[ n = N_d / N_t \]
\[ C_{DD} \text{ and } C_{DA} \]
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